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ABSTRACT

Observations made by the Moderate Resolution Imaging Spectroradiometer (MODIS), the Atmospheric
Infrared Sounder (AIRS), theCloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO),
and CloudSat are synergistically used to evaluate the accuracy of theoretical simulations of the radiances at
the top of the atmosphere (TOA). Specifically, TOA radiances of 15 MODIS bands are simulated for
overcast, optically thick, and single-phase clouds only over the ocean from 608N to 608S, corresponding to
about 12% of all the MODIS cloud observations. Plane parallel atmosphere is assumed in the simulation by
restricting viewing/solar zenith angle to be less than 408. Input data for the radiative transfer model (RTM)
are obtained from the operational MODIS-retrieved cloud optical thickness, effective radius, and cloud-top
pressure (converted to height) collocated with the AIRS-retrieved temperature and humidity profiles. In the
RTM, ice cloud bulk scattering properties, based on theoretical scattering computations and in situ micro-
physical data, are used for the radiative transfer simulations. The results show that radiances for shortwave
bands between 0.466 and 0.857 mm appear to be very accurate with errors on the order of 5%, implying that
MODIS cloud parameters provide sufficient information for the radiance simulations. However, simulated
radiances for the 1.24-, 1.63-, and 3.78-mm bands do not agree as well with the observed radiances as a result
of the use of a single effective radius for a cloud layer that may be vertically inhomogeneous in reality.
Furthermore, simulated radiances for the water vapor absorption bands located near 0.93 and 1.38 mm show
positive biases, whereas the window bands from 8.5 to 12 mm show negative biases compared to observations,
likely due to the less accurate estimate of cloud-top and cloud-base heights. It is further shown that the
accuracies of the simulations for water vapor and window bands can be substantially improved by accounting
for the vertical cloud distribution provided by the CALIPSO and CloudSat measurements.

1. Introduction

Clouds cover about 65%–70% of the globe on aver-
age and are regarded as the most important factors in
modulating the earth radiation budget (ERB). There
are two competing ways in which clouds influence the
ERB, that is, the cloud albedo effect associated with the
reflection of incoming solar radiation by clouds and
the greenhouse effect associated with the trapping of

outgoing longwave radiation (OLR) by clouds (Liou
2002). The imbalance between those two effects deter-
mines the net cloud radiative forcing (CRF) that funda-
mentally influences weather and climate systems (e.g.,
Sohn and Smith 1992).
At present, various studies reported in the literature

concur that clouds produce a global cooling effect on the
ERB (Ramanathan et al. 1989; Hartmann and Doelling
1991; Solomon et al. 2007). However, the cloud cooling
effect might be enhanced or weakened by changes in
atmospheric conditions, because cloud coverage and type
also change in response to climate perturbations and then
CRF can be modified, which is known as cloud feedback.
Substantial efforts have been made to understand cloud
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feedback mechanisms as a consequence of the increase
of sea surface temperature (SST) or the increase of the
amount of CO2 in the atmosphere, but there are still
significant uncertainties in current general circulation
models (GCMs). The uncertainties are largely caused
by inaccurate parameterizations or treatments of the
formation, growth, optical properties, and vertical struc-
ture of clouds in the model simulations. Accurate mea-
surements of cloud properties—such as cloud albedo,
cloud optical thickness (COT), and effective particle
radius—are thus crucial to understanding cloud–climate
radiative interactions and to improving cloud schemes
in GCMs.
Satellite sensors provide measurements that can be

used to infer cloud properties globally. Broadband in-
struments such as Earth Radiation Budget Experiment
(ERBE), Clouds and the Earth’s Radiant Energy System
(CERES), and Scanner for Radiation Budget (ScaRaB)
directly observe top-of-atmosphere (TOA) radiances
(Barkstrom and Smith 1986;Wielicki et al. 1996; Kandel
et al. 1998). These radiances, in conjunction with an-
gular distribution models, are converted to TOA fluxes
that can be used subsequently to determine the CRF.
On the other hand, narrowband instruments—such
as the Advanced Very High Resolution Radiometer
(AVHRR), Moderate Resolution Imaging Spectrora-
diometer (MODIS), and Spinning Enhanced Visible
(VIS) Infrared (IR) Imager (SEVIRI)—provide more
detailed information that can be used to infer cloud
properties, including cloud-top pressure/temperature/
height, cloud thermodynamic phase, optical thickness,
and effective particle size (e.g., Platnick et al. 2003;
Roebeling et al. 2006). Within a given atmospheric
column, the vertical distribution of clouds is available
from satellite-borne active sensors, such as CloudSat
(Stephens et al. 2002) and Cloud–Aerosol Lidar and
Infrared Pathfinder Satellite Observations (CALIPSO;
Winker et al. 2003). From these observed cloud pa-
rameters, more realistic parameterization schemes can
be developed for GCMs through which uncertainties in
current climate models can be examined. However,
significant errors in estimating the radiative forcing of
clouds can be introduced by uncertainties in the satellite
cloud products (Yang et al. 2007). Thus, it is important
to assess the quality of cloud products inferred from
satellite observations.
The current approach to passive remote sensing of

clouds from narrowband observations (e.g., MODIS
measurements) essentially employs a multispectral ap-
proach. This approach is based on the assumption that
there are some wavelengths where scattering or ab-
sorption by cloud particles is dominant. Algorithms can
be employed to infer a given cloud parameter that best

exploits the information content in the bands. For ex-
ample, the correlation of two bands centered at visible
and shortwave (SW)-infrared (SWIR) wavelengths can
be used to retrieve COT and effective particle size si-
multaneously (Nakajima and King 1990). Bands located
within the 15-mm CO2 band can be used to infer cloud-
top pressure (CTP) for mid- to high-level clouds, whereas
the IR window band (11 mm) can be used to infer low-
level cloud-top temperature (CTT; Menzel et al. 2006,
2008; Platnick et al. 2003). Furthermore, because the
imaginary parts of the refractive index of ice and water
are different between 8.5 and 11 mm, two IR window
bands centered at 8.5 and 11 mm can be used to differ-
entiate the cloud thermodynamic phase (Platnick et al.
2003). Because the cloud parameters are inferred from
different spectral bands, it is necessary to check the con-
sistency between the retrieved products. There have been
efforts to examine the consistency among the observed
radiative parameters. For example, Smith et al. (2005)
performed closure studies between measured aerosol
optical properties and shortwave fluxes, and Turner
et al. (2004) investigated the consistency between a
water vapor absorption model and the IR spectrum
observations.
In this study, MODIS pixel radiances are simulated

for the 15 bands listed in Table 1 using state-of-the-art
scattering and radiative transfer modeling capabilities.
Subsequently, the simulated radiances will be compared
with the observed radiances. These 15 bands are used in
various MODIS algorithms to infer aerosol and cloud
properties, such as in theMODIS cloudmask (Frey et al.
2008) and the IR cloud thermodynamic phase (bands 29
and 31). Seven of the 15 bands (MODIS bands 1, 2, 5, 6,
7, and 20) are used in the inference of COT and effective
particle size. These bands are directly influenced by the
presence of clouds. In addition, bands located at around
6–7 mm (bands 27 and 28) and around 15 mm (bands
33–36) are excluded because of strong water vapor and
carbon dioxide bands. The present simulations provide
an opportunity to examine the consistency between
retrieved cloud products and measured radiances for
the 15 bands subject to the errors in the radiative transfer
simulations. Because noise and bias of MODIS mea-
surements are negligible (Xiong and Barnes 2003; Tobin
et al. 2006), the difference between observed and sim-
ulated radiances can be attributed to uncertainties in
input variables and/or modeling deficiencies. In addition,
ice cloud effective particle size inferred from different
spectral bands based on the ice cloud bulk scattering
properties (Baum et al. 2005a,b) can be used to assess the
retrieved optical property data. Moreover, in this study
the effects of cloud vertical profile are investigated using
CloudSat and CALIPSO measurements.
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2. Methodology

a. Data

1) COLLOCATED DATASET BETWEEN MODIS,
AIRS, CLOUDSAT, AND CALIPSO

In this study, the measurements by the Aqua MODIS
(Salomonson et al. 1989; Barnes et al. 1998), Atmo-
spheric Infrared Sounder (Aumann et al. 2003), Cloud-
Sat (Stephens et al. 2002), and CALIPSO (Winker et al.
2003) during January 2007 are collocated. Because
CloudSat andCALIPSO essentially makemeasurements
along their tracks, whereas MODIS and AIRS are cross-
track scanners aboard Aqua, the collocation is carried
out through the along-track observations made by the
CloudSat track. For a given CloudSat pixel, the closest
MODIS, AIRS, and CALIPSO pixels are chosen within
0.18, 0.58, and 0.18 radii, respectively. The time differ-
ence for the collocation is not counted because the
time difference is around 75 s between Aqua (MODIS/
AIRS) and CALIPSO and less than 75 s betweenAqua
(MODIS/AIRS) and CloudSat.
MODIS-derived cloud parameters (MYD06) and

AIRS atmospheric profile data [AIRS level 2 Standard
Retrieval Product (AIRS2RET)] are used as inputs to a
radiative transfer model (RTM) to simulate radiances
for the 15 MODIS bands listed in Table 1. The simu-
lated results are compared with observed MODIS
radiances (MYD021) to assess the quality of MODIS
cloud products. Note that AIRS profiles likely have a
reduced quality in the presence of clouds as compared
to the clear condition (Susskind et al. 2003). Therefore,
quality indicators of ‘‘PBest/PGood’’ are used to remove
the cases when the entire IR retrieval fails (Fishbein et al.
2007; Susskind et al. 2007). In addition, AIRS profile data

are used only if the tropopause pressure is inferred, which
requires more than a single retrieval path (Fishbein et al.
2007), to ensure the quality of AIRS profile data.
CloudSat andCALIPSO data are used to examine the

influences of multiple cloud layers and cloud bound-
aries on the simulation errors. CloudSat carries the
Cloud Profiling Radar (CPR) that measures cloud ver-
tical profiles at a frequency of 94 GHz. The CloudSat
2B-GEOPROF product provides cloud mask values
from 0 to 40 for 125 height bins. A zero value means no
cloud layer exists, whereas values from 20 to 40 indicate
the presence of cloud for the given height. A value of
30 is chosen to provide a stable threshold value for the
presence of clouds in a given layer (Mace et al. 2007).
Thus, cloud-top and cloud-base heights are calculated at
the boundary of the region where the cloud mask value
is greater than 30. It has been noted that a radar beam
can penetrate through thick clouds and is insensitive to
small ice particles (Kahn et al. 2008). For this reason,
cirrus clouds are often missed in CloudSat observa-
tions; therefore, CALIPSO data are used. CALIPSO
carries the Cloud–Aerosol Lidar with Orthogonal Po-
larization (CALIOP), which observes backscattered sig-
nals at wavelengths 532 and 1064 nm. CALIPSO data
provide information about the number of cloud layers
and cloud-top/cloud-base heights. By combining Cloud-
Sat and CALIPSO data, more accurate information, in-
cluding information about cirrus clouds, is obtained for
multiple cloud layers.

2) MODIS CLOUD PARAMETERS

In the MODIS cloud products, the retrieval of COT
over land, ocean, and snow is based on information
contents at 0.646, 0.857, and 1.24 mm (bands 1, 2, and 5),

TABLE 1. Characteristics of the 15 MODIS bands (1–7, 17– 19, 26, 20, 29, 31, and 32; band 26 is set with the other water vapor bands) in
this study and cloud products retrieved from the corresponding band.

Band Center wavelength (mm) Bandwidth (mm) Primary absorber Cloud products

1 0.646 0.043 Ozone, water vapor COT over land
2 0.857 0.040 COT over ocean
3 0.466 0.018
4 0.554 0.020 Ozone
5 1.24 0.024 Cloud droplet COT over snow
6 1.63 0.028 Cloud droplet re
7 2.11 0.052 Cloud droplet re
17 0.904 0.036 Water vapor
18 0.936 0.014 Water vapor
19 0.936 0.047 Water vapor
26 1.38 0.038 Water vapor Cloud phase
20 3.78 0.182 Water vapor, cloud droplet re
29 8.55 0.382 Cloud droplet (strong absorption) Cloud phase
31 11 0.530 Cloud droplet (strong absorption) Cloud phase, CTP for low clouds
32 12 0.512 Cloud droplet (strong absorption) Cloud phase
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respectively. Three bands at 1.63, 2.11, and 3.78 mm
(bands 6, 7, and 20) have relatively strong absorption by
cloud particles and are used to estimate effective par-
ticle radius (King et al. 1997). The 1.63- and 2.11-mm
bands are referred to as SWIR bands, whereas the
3.7-mm band is referred to as a near-infrared (NIR)
band. Although particle sizes are inferred from the
three SWIR/NIR bands, the MODIS product provides
the result at 2.11 mm. The ratios of the retrieved particle
sizes from the 1.63- and 3.78-mm bands to that from the
2.11-mm band provide a quality check of the retrieval.
The CO2 slicing method for retrieving CTP is im-

plemented with four MODIS bands at 13.3, 13.6, 13.9,
and 14.2 mm (Menzel et al. 2008). However, the CO2

slicing method is only used for clouds residing at pres-
sures less than the approximately 700-hPa level because
the signal-to-noise ratio becomes too small for low-level
clouds. Low clouds are assumed to be opaque, and then
CTT is inferred by comparing the measured 11-mm
brightness temperature with that derived from the at-
mospheric temperature and water vapor profile. The
cloud-top height (CTH) and CTP are then inferred

based on the CTT and the atmospheric profiles. How-
ever, this assumption would likely cause an overesti-
mation of CTP (Platnick et al. 2003) because much of
low cloud is not opaque (Turner et al. 2007).

3) SCATTERING PROPERTY DATA

To specify cloud optical properties in the RTM, ice
cloud bulk scattering properties are used following the
methodology in Baum et al. (2005a,b). These are the
same models used for the MODIS collection-5 version
COT retrievals of ice clouds (King et al. 2006), whereas
Mie scattering calculations are used for water clouds.
The Baum scattering data were developed to incorpo-
rate nonspherical ice particle properties based on in situ
measurements from a variety of midlatitude and tropi-
cal ice cloud field experiments (Heymsfield et al. 2002).
From those observational results, particle size distribu-
tions (PSDs) and six habit fractions are defined in Baum
et al. (2005a) and the single-scattering properties of
nonspherical ice particles (Yang et al. 2003, 2005)—such
as the extinction efficiency (Qext), asymmetry factor (g),
phase function [P(Q)], single-scattering albedo (SSA; v),

FIG. 1. A schematic diagram showing the simulation process for 15 MODIS bands using MODIS cloud products and
AIRS atmospheric profiles.
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and fraction of the delta-transmission ( fd)—are inte-
grated over the PSDs to obtain averaged scattering
properties (Baum et al. 2005b).
For water clouds, a Mie scattering code is used to

simulate the optical properties of spherical liquid water
droplets. The PSD, N(r), of liquid water droplets is as-
sumed to follow the gamma distribution, that is,

N(r)5
(a1 3)a11

G(a1 1)

ra

ra11
e

exp !(a1 3)
r

re

! "# $
, (1)

where r, re, and a are the radius, effective radius, and
shape parameter, respectively. In this study, we usea5 6,
and 5 mm # effective radius (re) # 90 mm with a 5-mm
interval (thus 18 size bins are considered).

b. Input data to radiative transfer model

Cloud parameters and AIRS atmospheric profiles of
temperature and water vapor mixing ratio are used for
the RTM simulations once the targets are selected. A
detailed flowchart of the simulation process is presented
in Fig. 1. MODIS cloud pixels are selected if COT at
0.646 mm is greater than 10 (i.e. tc,0.646 $ 10) to reduce
the surface albedo influences on the TOA radiance
simulation. A cloud fraction of 1 (N 5 1) is applied to
exclude broken clouds. The MODIS quality assurance
(QA) is used to filter out those pixels with unknown or
mixed phase and to further classify each selected pixel
as an ice cloudy or water cloudy pixel. It has been shown
that misidentification of cloud phase can induce signif-
icant errors in cloud retrievals (e.g., Nasiri and Kahn
2008) and thus substantial errors in cloud radiance
simulations. The Baum (2005a,b) and Mie scattering
models are used for clouds that are determined to be
either ice or water phase as determined from the QA
flags, respectively. Because the Baum and Mie models
provide averaged optical properties for 15 MODIS
bands and for 18 effective size bins, the provided scat-
tering parameters [Qext, g, v, P(Q), and fd] may be lin-
early interpolated to obtain appropriate properties for a
given effective radius (re). Because the MODIS cloud
product only provides COT for the 0.646-mm band
(tc,0.646), the extinction efficiency is used to scale COT
for other bands (tc,l) as follows:

tc,l 5 tc,0.646
Qext,l

Qext, 0.646

, (2)

where Qext,0.646 represents an extinction efficiency at
0.646-mm band obtained from the Baum andMie models
for ice and water clouds, respectively.
By takingMODIS land cover data into account, which

is given in 0.058 grid format, only ocean pixels are kept

to minimize errors induced by surface reflectance (As).
A bidirectional reflectance distribution function (BRDF)
model for the ocean is adopted from the Santa Barbara
discrete ordinate radiative transfer (DISORT) Atmo-
spheric Radiative Transfer (SBDART; Ricchiazzi et al.
1998) model to consider reflectance variations with
viewing geometry. In addition, MODIS surface temper-
ature (Ts) data with a 5-km resolution is used for the
calculation of surface emission for IR bands. MODIS
viewing geometries—such as solar zenith angle (SZA),
solar azimuth angle (SAA), viewing zenith angle (VZA),
and viewing azimuth angle (VAA)—are also included in
the simulation of TOA satellite-level radiances.
To define a cloud layer in the radiative transfer sim-

ulations, CTP (Pc) is converted into geometric height
(Zc) in kilometers, using an AIRS pressure profile
[P(z)] with the assumption that the cloud depth (DZc) is
1 km. The assumption of the 1-km depth is thought to be
reasonable for the purpose of TOA radiance simulations
because TOA radiances in the visible bands are depen-
dent primarily on the total COT itself, and the 1-km
cloud layer can be treated as a blackbody. However, this
assumption may significantly influence some of 15 bands,
as shown in Hong et al. (2007), and this will be examined
using detailed information of cloud vertical extent ob-
tained from CloudSat and CALIPSO measurements.
Temperature [T(z)], ozone [rO3(z)], and water vapor

profiles [rH2O(z)] for 28 levels are also specified using
AIRS profile data. Then the correlated-k distribution
(CKD) method is used to account for the gaseous ab-
sorption (Kratz 1995; Kratz and Rose 1999).

c. Radiative transfer modeling for clouds

The DISORT (Stamnes et al. 1988) model, imple-
mented with 32 streams, is used for the simulation of the
radiances at 15 MODIS bands. However, 32 streams may
not be sufficient for cloud radiative transfer modeling
because the phase function associated with large cloud
particles has a strong forward peak, which may mean that
thousands of Legendre terms are required to accurately
account for the full scattering phase function (King 1983;
Nakajima and Tanaka 1988; Hu et al. 2000). Therefore,
delta-transmission and diffraction peaks of the phase
function are truncated; details may be found inWiscombe
(1977), Yang et al. (2000), and references therein.
The Baum (2005b) and Mie phase functions show

different features, resulting in different angular distri-
butions of reflectance despite similar flux reflectance
values. Figure 2 shows the cloud bidirectional reflec-
tance factors (BRFs) at 0.646 mm for ice and water
phase clouds when COT5 40, SZA5 308, and 10 mm#
re # 60 mm. The radial axis represents the VZA (uy),
and the tangential axis represents the relative azimuth

AUGUST 2009 HAM ET AL . 1595



FIG. 2. Simulated cloud BRF at 0.646-mm band using (a) Baum and (b) Mie phase functions, when COT 5 40 and
SZA 5 30. Radial axis and tangential axis mean VZA and RAA, respectively.
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angle (RAA; u). The RAA is defined as 08 if forward
propagation occurs, whereas backward propagation of
sunlight is 1808. Maximum reflectance occurs when
RAA 5 1808 and VZA 5 308 for the ice cloud case
manifesting the dominant backward reflection. Water
cloud BRFs also show maxima around the backscat-
tering angles but with slightly different features from
those found in the case for ice clouds. The differences in
cloud BRFs between ice and water clouds imply that
misidentification of the cloud phase can cause significant
error in estimating the COT and effective radius. Fur-
thermore, it can be shown that both BRFs vary from 0.7
to 0.9 if VZA # 608, suggesting that the cloud layer
cannot be treated as a Lambertian surface because cloud
reflectance is strongly affected by viewing and solar ge-
ometries. Figure 2 also shows the dependence of BRFs
on re. In both ice and water clouds, as re increases, the
asymmetry factor increases and the SSA decreases, re-
sulting in a decrease in BRFs.

3. Results

a. Simulation results

Radiances are simulated for 15 MODIS bands for
selected MODIS cloud pixels using AIRS profiles and
MODIS cloud parameters as inputs to the DISORT

RTM. Comparisons of reflectances (for VIS/SWIR
bands) or brightness temperatures (TBs from NIR/IR
bands) are made between the calculated and observed
values, with some results given in Fig. 3.
It is noted that SWbands from 0.466 to 0.857mm (bands

1–4) can be simulated within about a 5% uncertainty
range regardless of cloud phase when cloud conditions are
described using MODIS cloud products. Considering that
COTs at bands 2–4 are obtained by scaling extinction
efficiencies between two bands of interest, as in Eq. (2),
the close agreement shown in Fig. 3 suggests that the
scattering property data used in this study are reasonably
accurate. However, more examination may be needed for
the SWIR/NIR/IR bands because the size parameters for
the visible spectral regions with cloud particles tend to be
large, and thus the extinction efficiency used for the
scaling is unlikely to vary with the wavelength.
As expected, simulated reflectances for band 2

(0.857 mm) and band 7 (2.11 mm) are in good agreement
with observed values, probably because those bands are
used for the retrieval of COT and effective radius, re-
spectively. Note that only ocean pixels are considered in
this simulation, and COTs over the ocean are retrieved
from 0.857-mm band measurements. This explains the
better agreement of the 0.857-mm band reflectances in
comparison to the 0.646-mm band, which is used for the

FIG. 3. Scatterplots of simulated vs observed reflectances (or TBs) at 15 MODIS bands for ice (blue circles) and water (red circles) cloud
pixels. Simulations produced using AIRS profiles and MODIS cloud products as inputs to the RTM.
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retrieval of COT over land. The same explanation can be
applied to the 1.24-mm band that is used for the COT
retrieval over the snow, but with amore scattered pattern.
Bands 5–7 and 20 (1.24, 1.63, 2.11, and 3.78 mm)

represent SWIR/NIR bands showing relatively strong
cloud absorption. Among those four bands, the largest
imaginary part of refractive index occurs at 3.78 mm,
implying that the strongest absorption by cloud particles
occurs in this band. The band at 1.24 mm shows the
weakest absorption, whereas 1.63 and 2.11 mm show
absorption in between (Ackerman and Stephens 1987;
Palmer and Williams 1974). As a result, the 3.78-mm
band is primarily sensitive to the cloud particles in the
uppermost part of the cloud layer, whereas the 1.63-,
2.11-, and 1.24-mm bands contain information about the
absorption of solar radiation by cloud particles in
deeper portions of the cloud layer (Platnick 2001).
The MODIS effective radius is inferred from band 7

(2.11 mm), which means that the retrieved effective ra-
dius is representative of the top-to-middle part of the
cloud. Because the other SWIR/NIR bands represent
different layers in the cloud, the more scattered distri-
butions for bands 5, 6, and 20 in Fig. 3 may be due to the
inhomogeneous vertical distribution of particle sizes.
For example, if the updraft velocity is very low, then
particle size sorting occurs; therefore, the smallest ice
crystals are found in the uppermost layer, whereas
larger particles are in the middle and bottom layers
(Heymsfield and Iaquinta 2000). Scattered patterns
showing a general overestimation of simulated 1.24-mm
band reflectances for ice cloud pixels (marked as blue
circles) in Fig. 3 may be due to the use of 2.11-mm-
retrieved effective radii in the simulation, which could
be smaller than 1.24-mm-retrieved effective radii (SWIR
reflectance increases as effective radius decreases).
Likewise, scattered patterns toward the underestimation
of simulated 3.78-mm band TBs for ice cloud pixels
in Fig. 3 could be related to the possibility that the
2.11-mm-derived effective radii could be larger than the
3.78-mm-derived effective radii. Therefore, it is expected
that if we use effective radii derived from either a 1.63-
or 3.78-mm band as RTM inputs for the simulation of
corresponding band, then simulated reflectances would
show better agreements with the observed values. This
assumption is investigated in more detail in appendix A.
Simulated reflectances at bands 17–19, and 26 (0.904,

0.936, 0.936, and 1.38 mm) in the water vapor absorption
spectra centered at 0.93 and 1.38 mm appear to be largely
overestimated in comparison to the observed reflec-
tances. For these water vapor bands, reflectances of
low-level water clouds are much smaller than those of
high-level ice clouds because of the tendency to have
increased water vapor absorption near the surface. The

degree of overestimation of simulated reflectances ap-
pears to be proportional to the absorptivity of the water
vapor band, suggesting that errors are closely related to
uncertainties of cloud altitude, which determines the
amount of water vapor absorption above and within the
cloud layer. For example, differences in simulated re-
flectances at band 26 (1.38 mm) from the observed values
are much larger compared to the results of bands 17–19
(0.904–0.936 mm). The larger differences probably oc-
cur because the water vapor absorption in the 1.38-mm
band is stronger than in the 0.904–0.936-mm bands. In
the same 0.93-mmwater vapor absorption band, band 18
(0.936 mm) has a more uncertain scattered pattern
compared with band 17 (0.904 mm) for a similar rea-
son—that is, band 18 is closer to the strong absorption
line center. Comparison of band 18 with band 19 shows
that simulations of the narrower band 18 are more un-
certain than the wide band 19, implying that band 19 is
less influenced by water vapor absorption because of the
wider spectral coverage over the 0.93-mm absorption
band. A more detailed discussion on the overestimate
related to the water vapor absorption band is provided
in the next section with Fig. 4.
It is interesting to note that the IR window bands 29,

31, and 32 (8.56, 11, and 12 mm) show a general under-
estimation of simulated TBs. There seems to be two dif-
ferent groups in the scattered patterns—that is, one group
(TB , 273 K in calculated TBs) shows a much larger
underestimate with a highly scattered pattern for what
are likely ice clouds and another group (TB . 273 K)
shows a much smaller bias as well as less scattering and
are likely to be water clouds. Consider that the CO2

slicing method is applicable to clouds that reside above
the approximately 700-hPa level (Menzel et al. 2008) and
thus is unlikely to be used for low-level water clouds.
Therefore, it seems that the different groups may be the
result of the different retrieval methods of defining CTH.
Because cloud heights retrieved directly from the 11-mm
band TBwere used for the simulation of the 11-mmband,
the better agreement in the case of TB. 273 K does not
necessarily mean more accurate CTH information.

b. Detailed examination of water vapor and IR
window bands

To determine the error source associated with the
simulations of radiances at water vapor and IR window
bands, we examine in more detail the relationships be-
tween errors noted in those bands. In this analysis,
simulation errors are defined by the differences between
simulated and observed reflectances, or TBs. The re-
lationships of band 17 (0.904 mm) versus band 19
(0.936mm), band 19 (0.936mm) versus band 26 (1.38mm),
and band 19 (0.936 mm) versus band 31 (11 mm) are
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given in Fig. 4. It is noted that both the 0.904- and 0.936-
mm bands, which are located in the same water vapor
absorption band but at slightly different spectral posi-
tions, show positive errors as a result of the overesti-
mation of reflectances when compared to the observed
values. Although the errors for band 19 are about twice
those for band 17, the errors appear to be linearly cor-
related because those two bands are located in the same
water vapor absorption band. In comparison to band 17
versus band 19, the plot of simulation errors for band 19
versus band 26 shows a more scattered pattern despite
the similar error range, most likely due to the different
absorption spectra and channel response functions; the
bandwidth of band 26 is narrower than band 19, and
moreover, band 26 is located over a slightly more ab-
sorbing band. By comparison, band 31 shows negative
simulation errors due to the underestimation of TBs,
and those errors have opposite tendencies to the simu-
lation errors found in water vapor bands (band 19), as
evident from Fig. 4c.
We interpret the magnitude of simulation errors, de-

gree of scattering, and correlation shown in Fig. 4 to be
closely associated with the CTH and geometrical depth
(DZc) of the cloud. If the retrieved CTH is higher than
the true CTH, then water vapor absorption above the
cloud becomes generally smaller. Thus simulated water
vapor band reflectances would be greater than observed
values because of the smaller water vapor absorption.
Those effects for low clouds would be dependent upon
the strength of the water vapor absorption at the spec-
tral band of interest. For the 1.38-mm band, the influ-
ence of CTH error may be insignificant because the
dominant column water vapor absorption above the
cloud can mask the cloud-top contribution to the TOA
radiance, as shown by the bundle of water pixels near 0
in Fig. 4b. In contrast, for bands showing relatively weak

water vapor absorption, such as bands 17–19, the influ-
ence of CTH errors on the TOA radiances becomes
significant, even for the case of low clouds. More de-
tailed results of the sensitivity of TOA radiance simu-
lation to CTH errors are found in the appendix B.
Similar errors may be induced by multilayered clouds,

in particular when thin cirrus clouds are overlaying a
low-level water cloud. In such cases, the MODIS CO2

slicing method is highly sensitive to the presence of
cirrus (Baum and Wielicki 1994; Kahn et al. 2007) be-
cause the CO2 bands have weighting functions that peak
higher in the troposphere. Additionally, the CO2 slicing
algorithm assumes that there is only one cloud layer in
an atmospheric column, which is necessary for opera-
tional processing. As a result, the MODIS CTP algo-
rithm tends to retrieve cloud pressures between the
upper and lower cloud layers if there are multiple cloud
layers, but it tends to be weighted toward the upper-
level cloud (Weisz et al. 2007). If we use MODIS CTP
for the model simulations, then simulated window band
TBs are much colder than observed values because
TOA radiances in the window bands may be dominated
by optically thick low-level clouds even if optically thin
ice clouds also reside in the column. Moreover, because
most of the reflected signal from low cloud can be ab-
sorbed by water vapor in the strong water vapor ab-
sorption bands, underestimated CTP used in the model
simulations should bring about overestimated reflec-
tances in the water vapor bands (bands 17–19, and 26) as
shown in Fig. 3. This interpretation will be examined
further in the next section with the use of cloud layer
information obtained from CloudSat and CALIPSO.
In the initial model simulation, cloud depth (DZc) is

assumed to be 1 km. If the actual cloud depth is greater
than 1 km, errors may be introduced that are similar to
those induced by an incorrect CTH assignment mentioned

FIG. 4. Relationship of simulation errors between (a) band 17 (0.904 mm) and band 19 (0.936 mm) (b) band 19 (0.936 mm) and band 26
(1.38 mm) (c) band 19 (0.936 mm) and band 31 (11 mm) for ice (black crosses) and water (gray circles) cloud pixels. Simulation errors are
defined as calculated minus observed.
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earlier. The smaller DZc means a higher cloud base, im-
plying a colder mean temperature of the cloud layer,
which can result in smaller simulated TBs for the window
bands in comparison to observed TBs. The smaller DZc

also implies less water vapor absorption of scattered light
in the cloud layer, resulting in larger water vapor band
reflectances compared to observations. This effect is also
examined in detail in appendix B.

c. Impact of the multilayered clouds on the
radiance simulation

To investigate the influences of multilayered clouds on
the simulation errors, in particular those noted in water
vapor and window bands, we first classify used MODIS–
AIRS–CloudSat–CALIPSO collocated pixels into pixels
with single-layer clouds and pixels with multilayered
clouds. The macrophysical information about the clouds
in an atmospheric column—such as cloud top, cloud
base, and multiple layers—is obtained from combining
CloudSat and CALIPSO data. The classified single- and
multilayered cloud cases are given in Figs. 5a and 5b,
respectively. In Fig. 5, results for SW bands from 0.46
to 0.86 mm (bands 1–4) and SWIR bands from 1.63 to
2.11 mm (bands 5–7) are not shown because those bands
are turned out to be not as influenced by the vertical
distribution of cloud layers, as explained by the sensi-
tivity tests in appendix B—that is, cloud altitude has
negligible effects on VIS/SWIR bands. For the case of
band 20 (3.78 mm), even though the band is sensitive to
cloud-top and cloud-base heights due to emission com-
ponents, Fig. 5 shows that there is not much difference
between single and multiple layers. From the earlier in-
terpretation, we conclude that the disagreement between
observed and simulated reflectances for the SWIR/NIR
bands (1.24, 1.63, and 3.78 mm) in Fig. 3 appears not
because of cloud vertical structures but mainly as the
result of the vertically inhomogeneous effective radius.
Except for band 20 (3.78 mm), far larger uncertainties

of the model simulations are found in multilayered
cloud cases, although single-layer cloud cases also show
substantial biases and errors—in particular, for the
water vapor bands, as shown in Fig. 5. From the results
of sensitivity tests of CTH and DZc in the appendix B, it
is shown that IR window bands are more sensitive to
CTH than DZc when the COT becomes larger, because
of the transmittance approaching zero. However, water
vapor bands are sensitive to both CTH and DZc because
of water vapor absorption occurring in and above the
cloud layer. Therefore, the relatively larger errors found
in water vapor bands (top, Fig. 5a) compared to the IR
bands (bottom, Fig. 5a) strongly suggest that simulation
errors are largely because of misrepresented DZc rather

than errors in MODIS-retrieved CTP/CTH in the single-
layer cloud cases.
Multilayered cloud cases show more serious errors in

simulating radiances for the water vapor and window
bands. The errors occur because the MODIS retrieval
algorithm causes large uncertainties in CTP/CTH for
multilayered clouds—that is, the CO2 slicing method used
in the MODIS algorithm tends to retrieve CTP for the
uppermost cloud layer. Optically thin upper-level cirrus
may be the main problem in this case. The optical thick-
ness of upper-level cirrus clouds is generally much smaller
than the optical thickness of low-level water cloud, and
thus TOA radiances are predominantly influenced by the
low-level water cloud. It is clear that the uncertainties in
MODIS CTP/CTH for multilayered cloud cases produce
significant errors in water vapor and IR bands. This in-
terpretation is further supported by the sensitivity test
given in appendix B, that is, the COT rationing effects for
two-layered cloud on reflectance (or TB). If a contribu-
tion of upper-layer COT to the total COT is less than 0.1,
which is similar to the case of cirrus over thick water
cloud, reflectances for the water vapor bands are mainly
determined by lower cloud. On the other hand, TBs for
the IR bands tend to have values between CTTs of lower
and upper cloud, different from the COT contribution.

d. Improvement of radiance simulations using
CloudSat data

As discussed in the previous section, the correct
specification of cloud top and cloud base is an important
step in yielding accurate radiances for water vapor and
IR window bands. Thus, it is assumed that radiance
simulations for the 15 MODIS bands can be improved
when accurate vertical-layer information is prescribed.
We test this assumption using the vertical cloud infor-
mation obtained from CloudSat data. In this test, for the
single-layer cloud, a vertically homogeneous cloud is
assumed between the cloud top and the cloud base. For
the multilayered clouds, contributions to the COT by
multiple cloud layers are assumed to be proportional to
their respective depths. Note that theCALIPSO data are
not used to allocate cloud layers because the CALIPSO
lidar is muchmore sensitive to optically thin cirrus clouds
than CloudSat. Thus the CALIPSO lidar detects a much
deeper cirrus layer, causing erroneously large cirrus op-
tical thickness when homogeneous cloud layers are con-
sidered. However, CloudSat and CALIPSO combined
information is still used for classifying cloud pixels into
pixels showing single and multiple layers.
In single-layer cloud cases, the correct specification of

cloud depth based on the CloudSat data results in an
improved radiance simulation for the water vapor bands
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(top, Fig. 6a). In particular, 1.38-mm band reflectances
show significantly improved simulation results. In the
sensitivity test, it was concluded that errors in water vapor
band simulations are largely induced by the uncertain
DZc information. Improved results using CloudSat-
derived DZc information prove again the importance of
the correct specification of cloud depth for an accurate

band simulation. In contrast, simulated window band
TBs (bottom, Fig. 6a) show a scattering pattern not very
different from simulation results without CloudSat in-
formation. Negative biases are still noted in simulated
TBs, probably caused by vertically homogeneous opti-
cal properties assumed for the radiative transfer simu-
lation. If water or ice particles were abundant in the

FIG. 5. Scatterplots of simulated vs observed reflectances (or TBs) at MODIS water vapor and window bands for ice (black crosses) and
water (gray circles) cloud pixels. Simulations produced using AIRS profiles and MODIS cloud products (including CTP) for (a) single-
layer clouds (b) multilayered clouds.
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lower part of the cloud layer, then the cloud would emit
more radiation than the homogeneous cloud. By the
same reasoning, the water vapor bands show positive
biases even though the use of CloudSat data greatly
improved the simulation results.
In multilayered cloud cases, uncertainties in the sim-

ulated water vapor and window bands are reduced
(Fig. 6b) compared to the cases using MODIS CTPs only
(Fig. 5b). However, there still exist significant errors.

The relatively large uncertainties compared to single-
layer cases may be not only the result of the incorrect
specification of the cloud-top and cloud-base heights but
also the result of the unrealistic specification of hydro-
meteor profiles. For example, in the case of thin cirrus
lying above a thick altocumulus layer, the assumption of
a homogeneous contribution to COT proportional to
cloud depth would not be realistic because the primary
contribution to COT is from the lower-level cloud,

FIG. 6. As in Fig. 5 but for cloud-top and cloud-base heights specified from CloudSat data instead of MODIS CTP.
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although the COT rationing should also contribute to
the scattering, as shown in appendix B.
Moreover, CloudSat often cannot detect very thin

cirrus clouds. In the case when CloudSat misses, but
CALIPSO detects, the optically thin cirrus cloud, the
pixel is classified as a multilayered cloud in this study.
However, only the single-layer information obtained
from CloudSat data is used to specify cloud-top/cloud-
base altitude, although the combination ofCloudSatwith
CALIPSO data suggests the presence of a multilayer
cloud. This could introduce a slight overestimation of IR
window bands, as shown in the bundle of water pixels
located in the diagonal of the lower panels of Fig. 6b.

4. Summary and conclusions

The TOA radiances for 15 MODIS bands are simu-
lated for cloud pixels collocated with AIRS, CloudSat,
and CALIPSO measurements. In the simulation, only
overcast (cloud fraction5 1), optically thick (COT$ 10),
and single-phase clouds (ice or water) over ocean are
used to minimize simulation errors caused by the char-
acterization of the atmosphere, the surface, and the po-
tential misidentification of the cloud thermodynamic
phase. In addition, pixels having SZA and VZA less
than 408 are chosen to reduce three-dimensional effects
of the radiation. As a result, about 12%of all theMODIS
cloud pixels are used in this study. For the simulations,
the MODIS cloud products are used as input to a RTM,
along with AIRS-retrieved atmospheric profiles. Bulk
scattering models for ice clouds (Baum et al. 2005a,b)
were used to take optical properties of nonspherical ice
particles into account, whereas Mie scattering models
were used for spherical water particles. The geometrical
cloud depth was set to 1 km for the initial simulations.
The findings of this study are summarized as follows:

d Radiances for the SW bands between 0.466 and
0.857 mm can be simulated within about a 5% uncer-
tainty range, suggesting that the ice and water bulk
scattering property models used in this study may
provide reasonably accurate extinction efficiencies;
these models were used for the COT scaling for the
given band from MODIS COT at the 0.646-mm band.

d Among the 15 bands, simulated radiances at 0.857-
and 2.11-mm bands show the best agreement with
observed values because those two bands were used
for the retrieval of MODIS COT and effective parti-
cle size.

d Quite large deviations of the simulations from the ob-
servations were found for the 1.24-, 1.63-, and 3.78-mm
SWIR/NIR bands, indicating that there may be some
inconsistencies caused by an inhomogeneous vertical
distribution of particle size in the cloud layer. Better

agreement between simulated and observed radiances
is achieved for the 1.63- and 3.78-mm bands when those
bands are simulated with effective radii retrieved from
their respective band measurements.

d Simulated radiances in the water vapor and window
bands show positive and negative biases, respectively,
in comparison with MODIS measurements. The bi-
ases are thought to be due to less accurate CTP/CTH
retrievals by MODIS for multilayered clouds and/or
inaccurate cloud-base assignment. Note that MODIS
does not infer cloud-base height, so a cloud geometri-
cal depth was assumed in this study. This interpretation
has been confirmed quantitatively from sensitivity
tests with varying CTH and cloud geometrical depth
(DZc).

d Multilayered cloud cases show much larger uncer-
tainties in simulations due to errors in CTP/CTH and
vertical depth of cloud layer associated with the
MODIS products when multilayered clouds are pres-
ent. The information about the vertical distribution
of clouds, obtained from active measurements by
CloudSat and CALIPSO, has proven to be very
helpful for accurate water vapor and window band
simulations.

Findings from the use of cloud-top and cloud-base
height information from CloudSat are as follows:

d For single-layer cloud cases, simulations for the water
vapor bands are improved because accurate cloud
layer depth is used for the simulation. In contrast,
window bands seem to be less affected by changes in
cloud layer depth, because window band radiances
are more sensitive to CTP/CTH than cloud layer
depth for high values of COT.

d For multilayered cloud cases, uncertainties in water
vapor and window bands appear to be reduced.
However, significant errors associated with the verti-
cal distribution of liquid/ice water content (LWC/
IWC) still remain because the vertically homoge-
neous assumption results in large uncertainties de-
spite the accurate specification of vertical shape and
depth.

Overall, MODIS COT and effective radii seem to
provide sufficient information for the radiance simu-
lations at SW bands. However, for more accurate
simulations in the SWIR/NIR bands, a single value of
effective radius does not appear to be sufficient. Thus
effective radii representing values at different layers
may be needed. For the water vapor and window band
simulations, MODIS cloud-top height information ap-
pears insufficient—particularly for themultilayered clouds
that require the vertical distribution of LWC/IWC and
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more correct cloud-top and cloud-base information.
Those implications conversely suggest that the retrieval
of effective radii for different layers (or vertical profiles
of effective radii) may be possible by optimizing all VIS/
SWIR/NIR bands whose sensitivity to cloud optical
depth and effective radius depends on the cloud vertical
profiles. By the same token, water vapor and window IR
bands may be used for the improvement of the vertical
structure of clouds, particularly when combined with
the retrieved cloud optical parameters.
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APPENDIX A

Influences of Effective Radius on the Simulation of
TOA Radiances at SWIR/NIR Bands

The simulated reflectances at 2.11 mm show the best
agreement with observed reflectances among the four

FIG. A1. Scatterplots of simulated vs observed reflectances (or TBs) at four SWIR/NIR bands for ice (black crosses) and water (gray
circles) cloud pixels. Effective radii retrieved from (a) band 7 (2.11 mm), (b) band 6 (1.63 mm), and (c) band 20 (3.78 mm) are used as
inputs to the RTM.
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SWIR/NIR bands (1.24, 1.63, 2.11, and 3.78 mm). This
may be a result of the effective radius retrieved from the
2.11-mm band measurement being used for the radiance
simulations. Thus, we expect likewise that other SWIR/
NIR band can also be simulated with a similar accuracy
if the effective radius derived from a given band is used
for the same band’s simulation. To test the sensitivity of
radiance simulations to the effective radius inferred
from different bands, SWIR/NIR reflectances are sim-
ulated with effective radii from band 6 (1.63 mm) and
from band 20 (3.78 mm). Their respective results are
given in Figs. A1b and A1c. For comparison, simulated
results using 2.11-mm-derived effective radii are also
presented in Fig. A1a. As expected, simulated reflec-
tances at 1.63 mm show the best agreement with the
observed values when 1.63-mm-retrieved effective radii
are used as RTM inputs, whereas other bands show
more scattered patterns as the result of the inhomoge-
neous vertical distribution of particle sizes. In particular,
band 7 (2.11 mm) shows increased scattered patterns.
On the other hand, 1.24- and 3.78-mm bands appear to
be less sensitive to the bands chosen for the effective
radius retrieval.
In Fig. A1c, when 3.78-mm-retrieved effective radii

are used for the simulation, the 3.78-mm band shows
the best agreement between simulated and observed
values. However, the scattered patterns found in other
channels seem to be more serious in comparison to pat-
terns found in Figs. A1a and A1b, probably because the
3.78-mmband is not only affected by cloud particle radius
but also by the representative cloud depth. Therefore, it
is concluded that 3.78-mm-retrieved effective radii may
have more uncertainties in comparison with the 1.63- or
2.11-mm-retrieved effective radii.

APPENDIX B

Influences of CTH, Geometrical Depth, and the
Vertical Distribution of Hydrometeors on

TOA Radiances

The sensitivity of TOA radiances to the assigned
CTH, cloud geometrical depth (DZc), and vertical dis-
tribution of hydrometeors is examined from radiative
transfer simulations. The effect of water vapor variations
on TOA radiances is studied with three sets of water
vapor profiles: (i) January 2007 mean profile [rH2O(z)];
(ii) rH2O(z)3 1/3; and (iii) rH2O(z)3 2/3. Four different
COT values—10, 20, 30, and 40—are used for the sen-
sitivity test. Thus, there are 12 combinations, depending
on the chosen water vapor profile and COT.
For the given water vapor profile and COT, influences

of the CTH are examined by assuming the CTH to be
from 5 to 12 km. For all the cases, a fixed 1-km cloud
depth (DZc 5 1 km) is used. Presenting the CTH sen-
sitivity results, reflectances from the given CTH at
15 bands are normalized using reflectances (or TBs)
from CTH 5 12 km, that is,

a(ZC)5
simulated reflectance (TB)zc

simulated reflectance (TB)zc512 km

, (B1)

where a(Zc) is the normalized reflectance (or TB) for a
given CTH (Zc). The values of a(Zc5 5 km) in Eq. (B1)
are summarized in Table B1. It is shown that SW bands
from 0.46 to 0.86 mm (bands 1–4) and NIR bands (bands
5–7) are not very sensitive to the cloud height because
of the near-unity value (;1), regardless of the chosen

TABLE B1. The ratio of reflectances (or TBs) for CTH 5 5 km to the values for CTH 5 12 km with DZc 5 1 km, that is, a(Zc 5 5 km),
whereas water vapor profile and COT are varying.

Water vapor profile rH2O
(z) rH2O

(z) 3 2/3 rH2O
(z) 3 1/3

COT 10 20 30 40 10 20 30 40 10 20 30 40

band 1 (0.646 mm) 0.994 0.993 0.993 0.993 0.995 0.994 0.994 0.994 0.996 0.995 0.995 0.995
band 2 (0.857 mm) 0.998 0.998 0.998 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 1.000
band 3 (0.466 mm) 1.003 1.001 1.001 1.001 1.003 1.002 1.001 1.001 1.003 1.002 1.001 1.001
band 4 (0.554 mm) 0.997 0.996 0.996 0.996 0.998 0.997 0.996 0.996 0.998 0.997 0.996 0.996
band 5 (1.24 mm) 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992 0.992
band 6 (1.63 mm) 0.989 0.990 0.990 0.990 0.989 0.990 0.990 0.990 0.990 0.990 0.990 0.990
band 7 (2.11 mm) 0.987 0.988 0.989 0.989 0.990 0.991 0.991 0.991 0.993 0.993 0.993 0.995
band 17 (0.904 mm) 0.899 0.901 0.902 0.904 0.922 0.923 0.924 0.926 0.951 0.952 0.953 0.954
band 18 (0.936 mm) 0.601 0.609 0.615 0.620 0.665 0.671 0.677 0.682 0.758 0.763 0.767 0.770
band 19 (0.936 mm) 0.839 0.842 0.845 0.847 0.871 0.872 0.874 0.876 0.913 0.914 0.916 0.917
band 26 (1.38 mm) 0.098 0.109 0.119 0.127 0.147 0.160 0.171 0.180 0.249 0.264 0.279 0.291
band 20 (3.78 mm) 1.069 1.071 1.071 1.070 1.070 1.071 1.071 1.071 1.070 1.072 1.072 1.071
band 29 (8.56 mm) 1.218 1.225 1.226 2.226 1.219 1.225 1.226 1.227 1.219 1.226 1.227 1.227
band 31 (11 mm) 1.223 1.228 1.229 1.230 1.223 1.228 1.229 1.230 1.223 1.228 1.229 1.230
band 32 (12 mm) 1.225 1.229 1.230 1.231 1.225 1.229 1.230 1.231 1.225 1.229 1.230 1.231
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FIG. B1. Effect of CTH changes on normalized reflectances (or TBs) at (a) band 17 (0.904 mm), (b) band 19 (0.936 mm), (c) band
26 (1.38 mm), (d) band 29 (8.56 mm), and (e) band 32 (12 mm) when DZc 5 1 km. Three columns represent three different water
vapor profiles given in (a). Simulated reflectances (or TBs) are normalized by the value for CTH5 12 km. Four COT values (10, 20,
30, and 40) are delineated with different lines (solid, dotted, dashed, and dashed-dotted, respectively).
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water vapor profile and COT. However, water vapor
bands, such as band 17 (0.904 mm), band 18 (0.936 mm),
band 19 (0.936 mm), and band 26 (1.38 mm) show a(Zc5
5 km) , 1, indicating that reflectances in those bands
decrease when the CTH is moved from 12 to 5 km.
This is expected because the column amount of water
vapor above the cloud top increases as the CTH de-
creases from 12 to 5 km, inducing larger absorption in
the water vapor bands. In addition, it is found that
the reduction of water vapor band reflectances caused
by changing CTH from 12 to 5 km becomes smaller
for the case of rH2O(z) 3 1/3 compared to the case
of rH2O(z) [e.g., when COT 5 10, a(Zc 5 5 km) values
of band 17 for rH2O(z) and rH2O(z)3 1/3 are 0.899 and
0.951, respectively]. For window bands—such as
bands 20, 29, 31, and 32 (3.78, 8.56, 11, and 12 mm,
respectively)—a(Zc 5 5 km) . 1, reflecting the in-
fluences of the warmer CTT of the lower cloud height
(5 km) compared to the higher cloud top (12 km).
Figure B1 represents the values of a for Zc 5 5–

12 km in Eq. (B1) with varying water vapor profile and
COT. Water vapor profiles are given in three columns,
and four COT variations are given in each diagram of
Fig. B1. Only water vapor bands (bands 17, 19, and 26)
and window bands (bands 29 and 32) are displayed in
Fig. B1 because those bands are highly sensitive to the
CTH, whereas SW, SWIR, and NIR bands are less sen-
sitive, as demonstrated in Table B1. Moreover, band 18
(0.936 mm) and band 31 (11 mm) are not displayed be-
cause those bands show similar behaviors to those shown
in band 19 and band 32, respectively. It is found that the
use of a mean water vapor profile [rH2O(z)] results in
0.904-, 0.936-, and 1.38-mm reflectances monotonically
decreased by 10%, 15%, and 80%, respectively, when

CTH decreases from 12 to 5 km. In contrast, about a
20% increase is noted for 8.56 and 12 mm. The de-
creasing and increasing trends with the CTH change are
not greatly affected by the COT variation (from COT5
10 to COT 5 40).
Another sensitivity test is performed to examine the

influences of cloud geometrical depth (DZc) variation
on the TOA radiances. In this test, the CTH is fixed at
12 km and the cloud-base height is (CTH2DZc) for the
given cloud geometrical depth. For the given water
vapor profile and COT, reflectances (or TB) are calcu-
lated with DZc varying from 1 to 7 km, and the results
are presented with the ratios of reflectances with the
given DZc to the values with DZc 5 1 km, which is de-
fined as follows:

b(Dzc)5
simulated reflectance (or TB)Dzc

simulated reflectance (or TB)Dzc51 km

, (B2)

where b(DZc) is the normalized reflectance (or TB) for
a given DZc. The values of b(DZc 5 7 km) in Eq. (B2)
are presented in Table B2. Bands 1–7 show near-unity
values (;1), indicating that the dependence of those
bands on DZc is insignificant. In contrast, water vapor
bands (bands 17–19, and 26) show a smaller sensitivity
ratio, implying that the water vapor absorption within
the cloud layer has been increased as a result of the
increased geometrical depth from 1 to 7 km. Similar to
the CTH sensitivity results given in Table B1, the de-
pendence of reflectance on DZc becomes smaller when
the atmospheric column gets drier—compare the results
in the first column [rH2O(z)] with those in the third
column [rH2O(z) 3 1/3].

TABLE B2. The ratio of reflectances (or TBs) for DZc 5 7 km to the values for DZc 5 1 km with CTH 5 12 km, that is, b(DZc 5 7 km),
whereas water vapor profile and COT are varying.

Water vapor profile rH2O
(z) rH2O

(z) 3 2/3 rH2O
(z) 3 1/3

COT 10 20 30 40 10 20 30 40 10 20 30 40

band 1 (0.646 mm) 0.998 0.997 0.997 0.997 0.998 0.997 0.997 0.998 0.998 0.998 0.998 0.998
band 2 (0.857 mm) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
band 3 (0.466 mm) 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
band 4 (0.554 mm) 0.999 0.998 0.998 0.998 0.999 0.998 0.998 0.998 0.999 0.998 0.998 0.998
band 5 (1.24 mm) 0.996 0.996 0.997 0.997 0.996 0.996 0.997 0.997 0.996 0.996 0.997 0.997
band 6 (1.63 mm) 0.996 0.998 0.998 0.999 0.997 0.998 0.998 0.999 0.997 0.998 0.998 0.999
band 7 (2.11 mm) 0.998 1.000 1.000 1.000 0.999 1.000 1.000 1.000 0.999 1.000 1.000 1.000
band 17 (0.904 mm) 0.972 0.977 0.981 0.983 0.979 0.983 0.986 0.988 0.987 0.989 0.991 0.992
band 18 (0.936 mm) 0.872 0.898 0.914 0.925 0.895 0.916 0.930 0.930 0.927 0.942 0.951 0.958
band 19 (0.936 mm) 0.953 0.962 0.968 0.972 0.963 0.970 0.975 0.978 0.976 0.980 0.984 0.986
band 26 (1.38 mm) 0.621 0.714 0.782 0.831 0.660 0.746 0.809 0.853 0.726 0.799 0.851 0.887
band 20 (3.78 mm) 1.009 1.003 1.002 1.002 1.009 1.003 1.002 1.002 1.009 1.003 1.002 1.002
band 29 (8.56 mm) 1.044 1.022 1.015 1.011 1.044 1.022 1.015 1.011 1.044 1.022 1.015 1.011
band 31 (11 mm) 1.041 1.021 1.014 1.010 1.041 1.021 1.014 1.010 1.041 1.021 1.014 1.010
band 32 (12 mm) 1.039 0.020 1.013 1.010 1.039 0.020 1.013 1.010 1.039 0.020 1.013 1.010
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FIG. B2. As in Fig. B1 but CTH 5 12 km (and thus DZc from 1 to 7 km). Calculated reflectances (or TBs) are normalized values
with DZc 5 1 km.
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The window bands (bands 20, 29, 31, and 32) show
b(DZc 5 7 km) . 1, implying that TBs at window bands
have increased as a result of the increased mean tem-
perature corresponding to the increased cloud depth. It is
noted that the sensitivity tends to be smaller if COT in-
creases, even though the value itself is larger than 1. This
occurs because for large COT, clouds can be regarded as
a blackbody and the signals emitted are largely deter-
mined by cloud-top temperature in the upper part of the
cloud despite increased DZc. However, for optically thin
clouds, DZc influences cannot be ignored because of the
radiance transmitted through the cloud layer.
Figure B2 shows the values of b for DZc 5 1–7 km in

Eq. (B2), whereas the water vapor profile and COT vary.
As in Fig. B1, three water vapor profiles and four COT
values are used for the calculation of five bands (bands
17, 19, 26, 29, and 32). The use of a mean water vapor
profile demonstrates that 0.904-, 0.936-, and 1.38-mm
reflectances decrease by 3%, 5%, and 40%, respec-
tively, when DZc increases from 1 to 7 km. In contrast,
an increase of about 4% is shown for 8.56 and 12 mm.
The deviations in the water vapor and window bands
with DZc variations (Fig. B2) are smaller compared to
those due to CTH variations (Fig. B1), indicating the
relatively larger effect of CTH rather than DZc on water
vapor and window bands.
In this study, we assumed that the contribution of any

cloud layer to the total optical thickness is proportional
to its geometrical depth. However, considering that the
vertical distribution of hydrometeors within any cloud
layer may not be homogenous, it is interesting to ex-
amine how a vertically varying optical contribution in-
fluences the TOA radiance simulations. To examine
such influences, we performed a sensitivity test by as-

suming various ratios of COT contributions from two
cloud layers, which are assumed to be located at 1–2 and
11–12 km, respectively. Here Fupper is defined as a COT
fraction to the total COT by upper-level cloud, and
11 values of Fupper are considered to be from 0 to 1 with
an interval of 0.1. Therefore, Fupper 5 1 (or 0) means
that the COT is only from the upper (or lower) cloud
layer. For a given Fupper, results are presented by nor-
malizing the simulated reflectances (or TBs) with values
from Fupper 5 1, that is,

g(Fupper)5
simulated reflectance (or TB)Fupper

simulated reflectance (or TB)Fupper51

,

(B3)

where g(Fupper) is the normalized reflectance (or TB)
for a given Fupper. The values of g(Fupper 5 0.1) are
presented in Table B3 to examine MODIS bands sen-
sitive to the rationed COT contribution. It is noted that
bands 1–7 show smaller deviations from 1 compared to
otherwatervapororwindowbands,whichmeans that those
bands are less sensitive to the COT rationing.Water vapor
bands (bands 17–19, and 26) show g(Fupper 5 0.1) , 1,
implying that water vapor absorption above and within the
lower cloud layer has been increased as a result of the
change of Fupper from 1 to 0.1 (i.e., an increased weighting
to the lower cloud). The window bands (bands 20, 29, 31,
and 32) show g(Fupper 5 0.1) . 1, implying that TBs at
window bands are increased as a result of the shift of the
mean temperature to the lower cloud layer.
Normalized reflectances and TBs (g) for various

values of Fupper are given in Fig. B3 but are the same as
in the previous two sensitivity tests; only water vapor

TABLE B3. The ratio of reflectances (or TBs) for Fupper5 0.1 to the values for Fupper5 1, i.e., g(Fupper5 0.1), where Fupper is defined as the
ratio of upper-layer COT to total COT. Two cloud layers are assumed to be located at 1–2 km and 11–12 km, respectively.

Water vapor profile rH2O
(z) rH2O

(z)3 2/3 rH2O
(z)3 1/3

COT 10 20 30 40 10 20 30 40 10 20 30 40

Band 1 (0.646 mm) 0.979 0.976 0.975 0.974 0.983 0.980 0.979 0.978 0.987 0.985 0.984 0.983
Band 2 (0.857 mm) 0.992 0.991 0.990 0.990 0.995 0.994 0.993 0.993 0.997 0.997 0.997 0.996
Band 3 (0.466 mm) 1.002 1.000 0.999 0.999 1.002 1.000 0.999 0.999 1.002 1.000 1.000 0.999
Band 4 (0.554 mm) 0.992 0.990 0.988 0.987 0.992 0.990 0.989 0.988 0.993 0.991 0.989 0.989
Band 5 (1.24 mm) 0.989 0.988 0.988 0.988 0.992 0.992 0.991 0.991 0.995 0.995 0.995 0.995
Band 6 (1.63 mm) 0.978 0.980 0.984 0.987 0.979 0.981 0.985 0.987 0.981 0.983 0.986 0.988
Band 7 (2.11 mm) 0.959 0.969 0.977 0.984 0.968 0.976 0.982 0.987 0.979 0.984 0.988 0.991
Band 17 (0.904 mm) 0.762 0.762 0.767 0.774 0.804 0.803 0.806 0.812 0.865 0.863 0.864 0.867
Band 18 (0.936 mm) 0.314 0.342 0.376 0.411 0.387 0.407 0.435 0.464 0.514 0.525 0.543 0.563
Band 19 (0.936 mm) 0.469 0.485 0.507 0.531 0.537 0.548 0.565 0.585 0.650 0.654 0.664 0.677
Band 26 (1.38 mm) 0.124 0.188 0.258 0.326 0.125 0.189 0.259 0.328 0.136 0.199 0.268 0.337
Band 20 (3.78 mm) 1.065 1.051 1.037 1.027 1.067 1.052 1.038 1.027 1.068 1.053 1.038 1.027
Band 29 (8.56 mm) 1.189 1.135 1.092 1.061 1.190 1.136 1.093 1.062 1.192 1.138 1.094 1.063
Band 31 (11 mm) 1.180 1.120 1.077 1.049 1.181 1.121 1.078 1.050 1.182 1.121 1.078 1.050
Band 32 (12 mm) 1.173 1.109 1.067 1.041 1.174 1.109 1.067 1.041 1.175 1.110 1.067 1.041
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FIG. B3. As in Fig. B1 but for the COT fraction of upper-cloud layer (Fupper) instead of CTH. Upper and lower clouds are
assumed to be located at 1; 2 km and 11; 12 km, respectively. Simulated reflectances (or TBs) are normalized by the values
when Fupper 5 1.
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(bands 17, 19, and 26) and IR window bands (bands 29
and 32) are displayed. Because a large portion of COT
transitions from lower cloud to the upper cloud—that is,
Fupper increases—water vapor band reflectances in-
crease as a result of a reduction of water vapor ab-
sorption. In contrast, TBs at window bands decrease
with Fupper with the reduced cloud mean temperature.
For COT5 10 (solid line in Fig. B3), a decreasing trend
of IR TBs vanishes when Fupper exceeds about 0.7 be-
cause the upper cloud starts to emit nearly as a black-
body regardless of the existence of lower cloud layer. In
summary, these results suggest that caution must be
exercised when satellite-derived COT information is
directly interpreted without considering the vertical
inhomogeneity of cloud hydrometeors.
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